|_everaging Data, Machine
_earning and Al In your
Product and Business

Rich Edwards

Y @RichEdwards




Why Care/Listen to Me

MINDSPAN

S Y S T E M S




Data 1s Where it's At

Data is valuable, it managed properly s
the source of competitive advantage

Barriers to entry ML/AI technology/
methods are lower than ever

Leverage your data (structured and
unstructured) with ML/AI to give your
self an unfair advantage (operational
efficiency, speed to market, customer
experience, RTM)

"There's Always Money In the Banana
Stand”



Framing Problems tor Machine
INntelligence

e Disruption vs. Innovative Improvements

* The limits of capabilities and "hammeritis”




Performance




Types of ML Capabilities

Classification/Anonomly Detection

Regression (forecasting)

Clustering (what are the patterns in this data)

Recommendation (given a history of events, what might be next)

Generation (particularly NLP)
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Facial recognition's 'dirty little secret":
Millions of online photos scraped without
consent

People’s faces are being used without their permission, in order to power technology that

could eventually be used to survell them, legal experts say

Google Street View image of a house predicts car accident risk
of its resident

Kinga Kita, tukasz Kidzinski

(Submitted on 10 Apr 2019)

Road traffic injuries are a leading cause of death worldwide. Proper estimation of car accident risk Is critical for
appropriate allocation of resources in healthcare, insurance, civil engineering, and other industries. We show how
images of houses are predictive of car accidents. We analyze 20,000 addresses of insurance company clients,
collect a corresponding house image using Coogle Street View, and annotate house features such as age, type,
and condition. We find that this information substantially improves car accident risk prediction compared to the
state-of-the-art risk model of the insurance company and could be used for price discrimination. From this
perspective, public availability of house images raises legal and social concerns, as they can be a proxy of
ethnicity, religion and other sensitive data.

Subjects. Applications (statAP)
Cite as arXiv:1904.05270 [statAP)
(of arXivi1904.05270v ] [stat.AP] for this version)

Submission history

From: tukasz Kidzinski fview emall)
(vl Wed, 10 Apr 2019 16:16:31 UTC (689 KB)

which authors of this paper are endorsers?” | Disable Mathlax (What is Mathlax?)

TECHNOLOGY

Ehe New JJork Times

One Month, 500,000 Face
Scans: How China Is Using
ALl to Profile a Minority

In a major ethical leap for the tech world, Chinese start-ups
have built algorithms that the government uses to track

members of a largely Muslim minority group




MIT

Technology
Review

Artificial Intelligence Apr 23

How to hide from the Al surveillance state with a
color printout

Al-powered video technology is becoming ubiquitous, tracking our faces and bodies
through stores, offices, and public spaces. In some countries the technology
constitutes a powerful new layer of policing and government surveillance.




z 3 Audio Adversarial Examples: Targeted Attacks on Speech-to-Text
Small stickers on the ground trick Tesla autopilot into steering

into OPPOSing traﬁc lane Nicholas Carlins David Wagner

University of Califormia, Berkeley

Abstraci—We comstruct targeted andio adversarial examples
on automatic speech recognition. Given any audio waveform,
we can produce amother that s over 99.9% similar, but
transcribes as any phrase we choose (recoganizing up to 50
characters per second of andio). We apply our white-box
Herative optimization-based attack to Mozilla's implementation
DeepSpecch end-1o-end, and show it has a 100% success rate.
The Teasibility of this attack introduce a new domain to study
adversarial examples. . 0.0

. INTRODUCTION

As the use of ncural networks continues Lo grow, il s
cntical 10 examane therr behavior in adversanal settings
Prior work [8] has shown that neural networks are valnerable
w0 adversanial examples [40), instances r’ sumular to a
natural instance x, but classifhied by a neural network as any
form, adding 4 small

(incorrect) target £ chosen by the adversary
. ) d tarpct phrase

Exasting work on adversanal examples has focused largely

Fig 35. In-car perspective when testing, the red circle marks, the interference markmgs are marked

with red circles




That Is, Just as for cars, or aircraft, or databases, these systems can be
both extremely powerful and extremely limited, and depend entirely on
how they're used by people, and on how well or badly intentioned and
how educated or ignorant people are of how these systems work.

Hence, it iIs completely false to say that ‘Al is maths, so it cannot be
blased’. But it Is equally false to say that ML is ‘inherently biased’. ML finds
patterns in data - what patterns depends on the data, and the data is up
to us, and what we do with it Is up to us. Machine learning is much
better at doing certain things than people, just as a dog is much
better at finding drugs than people, but you wouldn’t convict
someone on a dog’s evidence. And dogs are much more intelligent
than any machine learning.

Benedict Evans

https://www.ben-evans.com/benedictevans/2019/4/15/notes-on-ai-bias



A starter reading list

Fortune's Eye on Al Newsletter (http://fortune.com/newsletter/eye-on-ai/)

Google’s The Lever (https://medium.com/thelaunchpad) and Al blog (https://ai.googleblog.com/)

Facebook Research (https://research.fb.com)

Nick Bourdakos, IBM Developer Advocate (https://hackernoon.com/@bourdakos)

Andrew Ng’'s Coursera ML Course (https://www.coursera.org/learn/machine-learning)

Superintelligence by Nick Bostrum (https://www.amazon.com/Superintelligence-Dangers-Strategies-Nick-Bostrom/dp/1501227742)

https://github.com/collections/machine-learning

https://github.com/josephmisiti/awesome-machine-learning

hitps://github.com/onmyway 133/fantastic-machine-learning

Frank Chen’s essay Humanity + Al: Better Together: https://a16z.com/2019/02/22/humanity-ai-better-together/

Benedict Evans weekly newsletter: https://www.ben-evans.com/newsletter

Clayton Christensen’s Theory of Disruptive Innovation: https://en.wikipedia.org/wiki/Disruptive_innovation
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Questions

Link to reference list and demos:

bit.ly/pcrtp19



